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INTRODUCTION

There is no doubt that advances in digital technologies have positive effects on various aspects of life. At the same time, recent years have shown that these technologies can pose a global threat to privacy and freedom, and can equally foster repression and authoritarian tendencies, even in established democracies. Particularly in light of the COVID-19 pandemic, various scholars and rights groups have warned against the proliferating dangers of this ‘digital authoritarianism’. I highlight three aspects of digital technologies that render them susceptible to authoritarianism: (i) the far-reaching capabilities of these technologies, especially in serving multiple purposes, (ii) their entrenchment in a reinforcing ecosystem, and (iii) the general lack of literacy regarding digital technologies’ capabilities, ecosystem, and authoritarian usage.

While the pandemic presents dictators with a chance to consolidate and normalise authoritarian uses of digital technologies, it grants democracies an opportunity to raise awareness of digital technologies’ dangerous capabilities and their authoritarian-friendly ecosystem. This can, in turn, sensitise citizens and policy-makers to take more adequate measures to counteract the authoritarian dangers of these technologies.
DIGITAL AUTHORITARIANISM: PREDISPOSING FACTORS AND THE IMPACT OF COVID-19

**COVID-19:**
The effect on digital authoritarianism

- Increased authoritarian-prone legislation and consolidated the techno-economic model
- Enhanced innovation in (dangerous) capabilities
- Offers a chance to alleviate illiteracy and increase awareness

**Predisposing factors**

- Lack of literacy regarding the capabilities, the ecosystem, and authoritarian uses
- Information gathering and analysis capabilities that can serve multipurpose
- Techno-economic ecosystem predisposed to disinformation, secrecy, and surveillance

Source: Author
1. DIGITAL TECHNOLOGIES AND AUTHORITARIANISM

1.1 DIGITAL TECHNOLOGIES, AUTHORITARIANISM, AND AUTHORITARIAN PRACTICES

The term ‘digital authoritarianism’ is not unproblematic. Technically, political science considers authoritarianism to be a type of political regime – a set of rules that govern access to political power and determine the relationship of those who are in power with those who are not (Fishman 1990, p. 428). The exact definition of authoritarianism is not a subject of consensus, and the field is divided between many who consider authoritarianism the absence of democracy, and some who try to formulate a more direct definition. There is, however, more consensus on many general features of how power and politics look in authoritarian regimes. For the purpose of identifying risks and countermeasures, I focus on the general features that characterise authoritarianism, examine how digital technologies relate to these features, and then evaluate COVID-19’s impact on these aspects.

Authoritarianism entails a malevolent configuration of rules – the most obvious of which is that access to power is not regulated via free and fair elections. But it goes beyond that, for free and fair elections, albeit important, are not the only constituent element of democratic regimes. Autocrats, driven by the desire to maintain political power, need to know, influence, and control the beliefs and behaviour of their subjects (Schlumberger et al. 2022). This automatically predisposes authoritarianism to large-scale violations of civil and political rights, including widespread repression, lack of accountability, and surveillance excesses.

While many of these authoritarian tendencies also characterise some actors in democracies, one important difference is that, in democracies, these ills do not constitute the logic of political rule. It is, therefore, useful to think about these tendencies in democracies as “authoritarian practices” that “sabotage accountability to people over whom a political actor exerts control, or their representatives, by means of secrecy, disinformation and disabling voice” (Glasius 2018, p. 515). Below, I discuss three characteristics of digital technologies that predispose them to enabling authoritarian practices or authoritarianism. Digital authoritarianism is, thus, the enablement of the ills discussed above as a result of digitisation or the use of digital technologies.

1.2 THREE CHARACTERISTICS THAT PREDISPOSE DIGITAL TECHNOLOGIES TO AUTHORITARIANISM

(i) Digital technologies’ marvellous capabilities to gather, analyse, and predict data render them very attractive to authoritarian regimes and authoritarian actors in democracies alike. They offer (would-be) dictators the ability to obtain unprecedented information about citizens, as well as to repress and control them. Many technologies allow this to occur covertly and in secret, escaping oversight and accountability. This applies all the more since most technologies can serve multiple purposes; some can even simultaneously offer dictators the ability to surveil, repress, and control. Some widely used and commercially available capabilities already exist; others are still in the development and research stages.

In recent years, digital technologies have proved effective in gathering vast quantities of information on individuals and psychometrically using this data to influence individuals’ behaviour and beliefs. By utilising users’ interaction with an application that runs on Facebook, Cambridge Analytica created a large dataset on “tens of millions of users”, which it used to influence their voting behaviour (Confessore 2018). Some malicious computer programs can covertly turn smartphones into live surveillance devices, hardly leaving a trace. Pegasus is a widely known example of that: in 2019, Facebook revealed that a vulnerability in the WhatsApp application had exposed 1400 phones to Pegasus (Simpson 2019). Dubbed the “impossible spyware”, Pegasus operates in at least 45 countries and is almost impossible to detect (Marczak et al. 2018). If detected, it destroys the infected device after having removed any trace of itself (Lookout Security 2017). The software was also used to surveil various activists around the world (Priest et al. 2021). Artificial Intelligence (AI) has particularly revolutionised these capabilities. Algorithms can be trained not only to identify individuals in real-time but also to predict their behaviour (and sometimes to outperform it). In 2017, a Google AI was even able to predict the behaviour of a Go champion and defeat him in the complex game (BBC 2021).

More concerning capabilities exist, but the extent of their usage remains unclear. Several studies have documented the successful usage of WIFI waves in normal routers to identify the number of individuals in a room (Alam Nipu et al. 2018; Cushman et al. 2016). What is more, some were also able to identify the individuals based on their style of walking, which creates unique
identifiable disturbances in the wave signals with an accuracy of 94.5% in a room of two people and 88.9% in a room of six (Xin et al. 2016). Other research utilised radio waves to identify individuals’ movements and handwriting from behind thick walls, without the need to use any extra devices inside the surveilled room (Ding et al. 2021; Guo et al. 2020). Utilising a similar technology, other researchers were able to ‘hear’ individuals from behind walls by analysing wave disturbances caused by lip movements (Wang et al. 2016); others identified keystrokes on keyboards with a real-life accuracy of more than 93% (Ali et al. 2015). More invasive technologies gather and analyse data by direct brain-computer interfaces. In 2017, the Defense Advanced Research Projects Agency (DARPA) granted various research funds to develop brain implants that simultaneously record the signals of one million human neurons (DARPA 2017; Miranda et al. 2015; Murphy 2017). Reliable assessments of the widespread use of these capabilities are absent; however, their sheer existence speaks to the unprecedented propensity to gather and analyse data to influence and predict individuals’ behaviours and beliefs.

These capabilities can serve multiple purposes, which facilitates secrecy and lack of accountability in their illegitimate uses. They are multipurpose in a double sense: surveillance technologies, for instance, could both aid law enforcement and violate privacy rights. On another level, the algorithm underlying medical diagnostic software could be repurposed for facial recognition. In the above examples, the technologies that utilise digital implants to gather, analyse, or influence neuronal signals to achieve better prosthetic control for amputees could also be employed to surveil and control individuals’ behaviours and decisions.

Government agencies can, therefore, acquire or develop digital capabilities for seemingly legitimate purposes while concealing (the potential for) malevolent uses. This is famously the case with the use of digital surveillance capabilities such as Pegasus. Both the developer – the NSO group – and governments officially claim that the software is deployed solely for law enforcement purposes (Priest/Dwoskin 2021). In practice, however, it has been used by both democracies and autocracies to surveil and repress activists and critics (Kenyon 2019). This also thwarts accountability for digital authoritarianism; not only because of secrecy, but also because responsibility is diffused between firms and governments who claim to employ technologies for legitimate purposes, and developers who might have developed the underlying technology for medical or other legitimate purposes.

The above problematics of technologies’ extensive, multipurpose, and authoritarian-prone capabilities are potentiated by (ii) an ecosystem that is geared toward privacy violation and lack of transparency and oversight. This equally authoritarian-prone ecosystem consists of techno-economic and legal levels. On the techno-economic level, profit depends on gathering large amounts of user data. This does not only apply to surveillance capitalism (Zuboff et al. 2019); the profit both digital services and the technologies underlying them generate depends on gathering and analysing large amounts of user data (Saglam 2022). Like their analog counterparts, digital services from social media to music applications profit from advertising revenues. They gather and analyse data to learn about individual preferences and consumption – for instance, music preferences to increase the time users spend on their platforms by suggesting music similar to users’ preference, and attract new users, increasing their ad revenues. They can also sell data to third parties to similarly exploit it for profit. While analyses of market trends have always existed, algorithmic capacities enhance and automate them to an unprecedented extent. Algorithms themselves need to be trained on large amounts of data; the more data they generate and analyse, the better they can target users, and the more they generate profit.

This techno-economic ecosystem not only enables unprecedented surveillance and control, but also facilitates disinformation. The economic incentive to generate, gather, and analyse data, coupled with a lack of transparency regarding the (algorithmic) strategies followed to this end are, as the case of Cambridge Analytica illustrates, perfect ingredients for privacy violations and manipulation. Digitised data gathered from different sources and on different devices can also be cross-read and analysed; this triangulation of information paints an ever-accurate picture of individuals’ beliefs and behaviour. Besides that, driven by the desire to maximise usage and increase user data, some social media algorithms intentionally disseminate misinformation as it has proved useful in maximising the time users spend on their platforms (Van Cleave 2021).

On the legal level, digital technologies operate in a largely under-regulated ecosystem in which many governments can legally violate citizens’ privacy. This concerns both the regulation of technologies and services such as AI and social media, but also regulation against government abuses. In 2021, more than a quarter of the 169 countries examined in the Digital Society Project had legal frameworks that allowed the government to access at least “many”
types of personal data on the internet (Digital Society Project 2022) [see Figure 2]. A study of 38 national AI strategies reports that: “While almost all strategies highlighted the need to ensure potential harms were mitigated against … strategies largely failed to set out any specific details of how this should be done in practice” (Bradley et al. 2021, p. 27). Also, attempts to bring tech giants under state regulation do not usually result in greater protection for users (Shahbaz/Funk 2019, p. 11).

These are just a few examples of the legal and economic infrastructures in which digital capabilities are embedded. The capabilities of digital technologies predispose them to authoritarianism as they enable covert knowledge, manipulation, and control of individuals. The ecosystem provides the legal and economic frameworks to do so.

Finally, (iii) a general lack of awareness regarding these characteristics that predispose digital technologies to authoritarianism prevents citizens and policy-makers from taking timely countermeasures. Most authoritarian uses of digital technologies become visible to the public after having already inflicted damage. For instance, surveillance programs of the US National Security Agency (NSA) came to public attention only because of Edward Snowden’s testimonies years after their initial deployment. The fiasco surrounding Cambridge Analytica occurred after it influenced two pivotal elections in the USA and Great Britain. The NSO-developed Pegasus spyware came under public scrutiny after having contributed to the repression of activists and journalists.

2. COVID-19, DIGITAL TECHNOLOGIES, AND AUTHORITARIANISM

The pandemic has, overall, potentiated aspects that predispose digital technologies to authoritarianism. It has driven the development and deployment of dangerous digital surveillance and control capabilities and facilitated investments in digital capabilities. In parallel, it provided a justification for governments to legally violate citizens’ privacy, increased the amount of digitised data, and facilitated digital disinformation. As the pandemic’s ‘digital shadow’ continues (Shahbaz/Funk 2020), we may even be on the verge of a dangerous normalisation of digital authoritarianism (Maati/Švedkauskas 2021). COVID-19’s negative effects concern both democracies and dictatorships. However, as the next section shows, it also presents democracies with a unique opportunity to raise public awareness of authoritarian practices that are enabled by digital technologies and to highlight the characteristics that incline these technologies to authoritarianism.

COVID-19 has triggered many advancements in technological capabilities that serve authoritarian regimes and practices. The pandemic has been an emergency; a crisis that justified the development and use of digital surveillance and repression technologies in both democratic and authoritarian regimes (Maati/Švedkauskas 2020). Between April 2020 and 2022, 20 countries either developed or acquired AI surveillance technologies (Feldstein 2021, p. 227; 2022). 2020 witnessed the greatest one-year increase in the number of countries able to shut down at least three quarters of domestic internet access since 2011 [see Figure 3a]. The Freedom on the Net data also shows a greater global deterioration in internet freedom during the years of the pandemic, compared to previous years [see Figure 3b]. In 2021, 34 countries scored worse than in 2019, whereas only 17 scored worse between 2016 and 2018 (Freedom House 2021).

Almost all countries have utilised digital technologies for contact tracing purposes, many gathering biometric data about individuals (Shahbaz/Funk 2020, p. 14). There is no doubt that the dangers to privacy these applica-
THE COVID-19 PANDEMIC POTENTIATED DANGEROUS CAPABILITIES

FIGURE 3a
Increase in government capacity to shut down the internet

Government internet shutdown capacity, 2000–2021, 179 countries

- Can shut down three quarters or more of domestic access to internet
- Can shut down half of domestic access to internet
- Can shut down a quarter or more of domestic access to the internet

FIGURE 3b
Online freedoms have suffered a pivotal deterioration during the pandemic

Number of countries before (2016–2018) and during (2019–2021) the pandemic, 64 countries

- Negative trend
- Neutral
- Positive trend

Note: The 64 countries for which data exists between 2016 and 2021 constituted around 88% of global internet users in 2016.

Source: Author’s compilation based on Digital Society Project 2022 (http://digitalsocietyproject.org/data/).
tions pose are greater in authoritarian contexts, yet democracies have been far from immune to these dangers. In 2020, Amnesty International (2020) listed Norway’s contact tracing application amongst the most “alarming mass surveillance tools”. In India, smart cities were dedicated to live-tracking individuals to enforce quarantine orders. Under emergency regulations, Israel triangulated GPS, credit card, and cellular data to enforce quarantine and trace contacts (Halbfinger et al. 2020). Even Germany’s often hailed contact tracing application operates on platforms provided by Apple and Google, raising concerns about big tech’s access to user data (Norton Rose Fulbright 2021).

COVID-19 turned digital connectivity from a “convenience [to] a necessity” (Shahbaz/Funk 2020, p. 1), forcing many individuals, schools, financial institutions, and businesses to rely on digital technologies (Rodríguez Contreras 2021; Sorgner 2021). The pandemic has also accelerated digitisation in the supply chain sector by three to four years (Rodríguez Contreras 2021), and some research shows that 90% of supply-chain professionals plan to invest in digitisation (Agrawal et al. 2020, p. 3). The importance of AI technologies for contact tracing, data sharing, and the development of a vaccine (Rasheed et al. 2021) doubled investments in AI research and development (Stanford AI Index 2022b) [see Figure 4].

Some of the above developments do not seem problematic, yet they carry inherent risks as the pandemic consolidates digital technologies’ authoritarian-friendly ecosystem. The combination of soaring investments in the development of AI, the increasing reliance on digital services that will likely outlive the pandemic (OECD 2020a, p. 2), and the production of large volumes of digitised data increase digital technologies’ susceptibility to authoritarianism and to practices of surveillance, manipulation, and disinformation. The increasing reliance on digital technologies resulted in the collection and analysis of “people’s most intimate data” (OECD 2020a). It enhances algorithms and makes them better able to target and manipulate individuals. The full effects of this will likely be seen in the future as soaring investments in digital technologies, particularly AI, will surely enhance their capacity to collect and analyse data. Moreover, in the context of a public health emergency, increased online activity served as an opportunity for social media algorithms to disseminate controversial information to increase usage, leading to widespread misinformation and a dangerous “infodemic” (WHO 2022).

Moreover, COVID-19 has consolidated the unaccountable and abuse-prone legal ecosystem in which digital technologies operate. It has provided governments around the world with an opportunity to increase their legal rights to surveil and control citizens, often with the help of data collected by big tech (Anisin 2022, p. 263). The Freedom on the Net report, which examines the status of digital freedoms in 65 countries that constitute 87% of the world’s internet users (Shahbaz/Funk 2020, p. 5), reported in 2020 that 30 countries have legally enhanced data-sharing with private companies (p. 19). It also documents at least 20 countries that introduced new laws or directives restricting online expression during the COVID pandemic (Shahbaz/Funk 2020, p. 10).
2.1 A HEYDAY FOR AUTHORITARIANISM AND A GLIMPSE OF HOPE IN DEMOCRACIES?

Against this background, the pandemic years have witnessed the worst setback in internet freedoms and potentiated authoritarian uses of digital technologies in both democracies and dictatorships. Nevertheless, it has presented dictatorships and democracies with different opportunities, even though it evoked some similar responses in both. It has helped dictatorships pursue the desire of surveillance and control. In democracies, while it has surely potentiated authoritarian practices, it also presents an opportunity to counter digital authoritarianism. For instance, the increasing salience of digital technologies and subsequent concerns about data privacy led both types of regimes to take measures to bring data (usage) and big tech companies under state regulation (Shahbaz/Funk 2021). While this is a chance for democracies to bring big tech companies under ‘democratic’ regulation, it is an opportunity for autocrats to increase their authoritarian control of data and pressure companies to serve their interests. One example is that while Germany passed a law in 2021 that mandates the government to investigate companies’ behaviour that would hinder competition or prevent users from having control over their data, Russia targeted Google with its anti-monopoly law to pressure YouTube to remove regime-critical content (Shahbaz/Funk 2021, p. 20f.). The pandemic has also triggered the deployment of digital surveillance in both democracies and dictatorships. But evidence shows that while this can lead to swift normalisation of digital surveillance in dictatorships, it can raise public awareness and concern in democracies. A recent survey shows that more than 60% strongly accept the use of contact tracing applications in China, compared to less than 20% in the USA and Germany (Kostka/Habich-Sobiegalla 2020).

More importantly, some sporadic evidence invites cautious optimism that the pandemic, despite its negative effects, presents democracies with an opportunity to counter digital authoritarianism. COVID-19 could increase awareness not only of the authoritarian potential of digital capabilities, but also of the ecosystem in which they operate. It has sparked policy and academic discussions about digital surveillance, control, secrecy, and disinformation in broader societal segments. In some democracies, citizens were concerned not only about digital surveillance capabilities, but also about the lack of data and algorithmic transparency. In Ireland, the most cited reason not to use digital surveillance apps is the “fear that technology companies or the government might use the App technology for greater surveillance after the pandemic” (O’Callaghan et al. 2021, p. 863). In the United Kingdom, in-depth qualitative interviews with different segments of society show that many were worried “that their data would be accessible to others outside of government and health authorities, including ‘third parties’ or ‘hackers’” (Williams et al. 2021, p. 380). Additionally, the pandemic has crystallised the dangers of digital capabilities to disseminate deadly disinformation and the willingness of social media platforms to allow it. For example, people were least inclined to trust the information on messaging applications and social media in French-speaking Switzerland (Liu et al. 2020, p. 153). In the EU, the...
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The pandemic increased public awareness of technological dangers

*Standard Eurobarometer 96, Public opinion in the European Union, Winter 2021–2022*

**Question posed:** Regardless of whether you participate in online social networks or not (social networking websites, blogs, video hosting websites), please state whether you totally agree, tend to agree, tend to disagree or totally disagree with each of the following statements:

**Information on political affairs from online social networks cannot be trusted (%)**

<table>
<thead>
<tr>
<th>Year</th>
<th>Total “agree”</th>
<th>Total “disagree”</th>
<th>Don’t know</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010</td>
<td>40</td>
<td>54</td>
<td>40</td>
</tr>
<tr>
<td>2012</td>
<td>23</td>
<td>54</td>
<td>23</td>
</tr>
<tr>
<td>2014</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>2016</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>2018</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
<tr>
<td>2021/22</td>
<td>23</td>
<td>23</td>
<td>23</td>
</tr>
</tbody>
</table>

Source: European Commission 2022, p. 66.
percentage of citizens who agree that information on social media cannot be trusted continued to increase during the pandemic years (European Commission 2022, p. 65) [see Figure 5]. Similar concerns have haunted policy-makers and academics. Since the beginning of the pandemic, the Council of Europe (2020), WHO (2020), and OECD have all published various documents and guidelines to protect users’ privacy while using digital technologies to fight the global pandemic (OECD 2020b). Scholarly articles from diverse fields of study have also debated the dangers of digital authoritarianism in light of the pandemic and how to respond to them.

3. SO WHAT SHOULD WE DO?

The increased salience of digital dangers during the pandemic is an opportunity for actors in democracies to reduce and counter these dangers of digital technologies. The previous sections highlighted various elements that render digital technologies susceptible to authoritarian practices in a manner accessible to a non-technical audience. The three characteristics identified above help translate COVID’s effects on digital authoritarianism into categories relatable to the public and policy-makers. This may enable different actors in democracies to go beyond immediate concerns of surveillance and privacy and engage with the characteristics that make digital technologies susceptible to authoritarian use. The remaining paragraphs discuss the responsibilities of policy-makers, civil society, academics, and citizens and offer recommendations for further action, which are presented in more detail in Table 1.

Civil society actors in democracies and academics should, therefore, seize the chance to increase awareness of digital capabilities, their authoritarian uses, and the underlying characteristics that predispose them to authoritarianism (the ecosystem). COVID-19 is an opportunity to highlight these issues to the public and to policy-makers in democracies. The dangers of digital technologies might have seemed distant to the average user or policy-maker in the pre-COVID era. But now, the dangers of digital technologies do not only come from Russia or China; rather, it is increasingly obvious that at least some dangers are inherent in how these technologies operate and their extensive capabilities.

Academics have done a tremendous job researching technological dangers in light of COVID-19; they should also seize the opportunity to communicate these dangers to the public in an accessible manner. We tend to immerse ourselves in technical details and indulge in scientific jargon. While to some extent, this is necessary for scientific progress, scholars need to better orient their work to the non-scientific audience without jeopardising methodological or analytical rigour. Privacy and freedom concerns in light of COVID-19 offer a universal common ground to do so. Academics should, therefore, address the public more, while working on their communication skills for a non-academic audience.

Policy-makers in some democracies have taken steps to bring data under state control (see section 3.2). It is, however, paramount that such a push towards data sovereignty is accompanied by strict ‘democratic’ control against state abuses of data. The increased public salience of digital technologies’ dangers during COVID offers policy-makers a window of opportunity to pressure Big Tech to be more transparent on how their algorithms gather and process data. Finally, democratic policy-makers should start discussions on how to regulate not only the uses of AI technologies, but also how these technologies are researched and the kind of data they are trained on.

Citizens are the engine of democracies and can do at least two things: The first is to collectively pressure policy-makers towards better regulation of digital technologies. This should not be confined to regulating end products or deployment but should extend to further regulating the underlying techno-economic infrastructure. In particular, citizens should fight against all legislation that grants governments more access to personal data. They should also demand full transparency for the collection and use of their data both by the government and by big tech companies; this includes transparency regarding how the algorithms that automate the data collection and analysis process operate. This has proven effective in some democracies like Germany during the pandemic as public pressure motivated the government to rely on an open-source contact tracing application. Finally, citizens should engage policy-makers in discussions to protect the data collected during public health crises from being combined and integrated with other pre-existing digital data.

The second is to adjust (online) behaviour to attenuate these dangers. Specifically, where applicable, citizens should commit to reading and navigating privacy ‘cookie’ notifications on websites to control the collection and handling of their data. A wide array of free software is also available to
COVID-19 RAISED THE SALIENCE OF THE ELEMENTS THAT MAKE DIGITAL TECHNOLOGIES PRONE TO AUTHORITARIANISM

How can democracies seize the chance?

<table>
<thead>
<tr>
<th>Civil Society</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>TURN SALIENCE INTO LITERACY BY</strong></td>
</tr>
<tr>
<td>Educating citizens and policymakers about the underlying characteristics (ecosystem) that facilitate digital authoritarianism</td>
</tr>
<tr>
<td>Starting with specific examples that became salient during COVID-19 pandemic (contact tracing applications, biometric data-gathering, etc.)</td>
</tr>
<tr>
<td>Gradually including less salient issues (social media or online shopping algorithms, etc.)</td>
</tr>
<tr>
<td>Helping citizens with software and hardware choices to secure their data</td>
</tr>
<tr>
<td>Adhering to balanced and objective accounts: Highlight the dangers without demonising technology or overlooking advantages. The goal is to capitalise on the advantages and minimise the risks</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Academics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>ADDRESS PUBLIC MORE AND USE ACCESSIBLE NON-TECHNICAL LANGUAGE TO</strong></td>
</tr>
<tr>
<td>Spread knowledge about the characteristics and dangers of digital authoritarianism as well as its relevance to everyday life in democracies</td>
</tr>
<tr>
<td>Aid civil society in raising balanced awareness of the advantages and dangers of digital technologies</td>
</tr>
<tr>
<td>Help governments and policymakers identify threats and counter dangers</td>
</tr>
<tr>
<td>Aid citizens to adjust (online) behaviour to minimise risks</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Policy-makers</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>REGULATIONS TO</strong></td>
</tr>
<tr>
<td>Bring data under democratic state control (data sovereignty)</td>
</tr>
<tr>
<td>Push Big Tech toward more transparency about how algorithms gather and process data</td>
</tr>
<tr>
<td>Insert safeguards at the research and development (not only deployment) levels of digital technologies and AI</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Citizens</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>COLLECTIVE PRESSURE ON LOCAL REPRESENTATIVES AND POLICY-MAKERS TO</strong></td>
</tr>
<tr>
<td>Strictly limit access to user data</td>
</tr>
<tr>
<td>Demand full transparency on how companies gather and process data – including transparency on how algorithms work</td>
</tr>
<tr>
<td>Regulate digital technologies throughout their lifecycle: Research, development, and deployment</td>
</tr>
<tr>
<td><strong>ADJUST INDIVIDUAL BEHAVIOUR TO MINIMISE RISKS</strong></td>
</tr>
<tr>
<td>Carefully read privacy policies and cookie notifications. Only accept conditions/cookies you find reasonable</td>
</tr>
<tr>
<td>Check companies’ track record of data protection before using their services or buying their digital products</td>
</tr>
<tr>
<td>Regularly flush cookies and tracking files</td>
</tr>
<tr>
<td>Use security and anti-tracking software on all digital devices</td>
</tr>
</tbody>
</table>
clear online tracking data from digital devices. We should also ‘cautiously’ rely on trusted sources that evaluate companies’ commitment to protecting user information (e.g. https://rankingdigitalrights.org) when using services or buying devices. Finally, security, encryption, and anti-tracking software should be installed and used on all digital devices (https://netalert.me offers easy explanations of different threats and tools to counter them).

While COVID-19 potentiated digital authoritarianism globally, it is up to democracies to create opportunities in times of crisis. Raising awareness is a necessary first step to counter digital authoritarianism.
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